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Abstract 

Purpose: The aim of this study was to investigate a novel data mining approach for early and 

effective diagnosis of Gestational Diabetes Mellitus (GDM).  

Methods: Gestational Diabetes Mellitus (GDM) data contains two classes (healthy and diabetic), 

15 features and 3525 instances. In the first stage, the widely used and effective KNN and Regression 

methods were employed for the filling of missing data. Then, the data source transformed into 

grayscale images as primary images and multiplexed images. Finally, both original data and 

transformed data are classified with KNN, SVM and CNN using k-fold cross validation technique. 

Performance metrics were compared to extract the best suitable system. 

Results: The original GDM source and the missing values replacement of GDM are classified with 

KNN and SVM methods. Also, primary images of this dataset and multiplexed images are classified 

with CNN 50%-50% and 70%-30% train-test respectively. The results of classification performance 

demonstrated that reaching up to 97,91% with CNN, recall of 97,61%, specificity of 97,61%, 

Precision of 97,97%, and F1-score of 97,79%. This result outperformed all previous studies 

conducted on the same dataset in the literature. 

Conclusion: This work is demonstrated a new approach that the best results of classification 

accuracy when compared with previous studies related to proposed methods to identify GDM 

disease. It can be clearly stated that applying a data mining method to impute missing values, 

followed by converting the dataset into images based on certain criteria and classifying with CNN, 

is the most effective approach for predicting GDM. 

Keywords: GDM disease, Data mining, Image conversion, KNN, SVM, CNN. 

 

1. Introduction 

Diabetes is classified into three known types named as Type 1 Diabetes (T1D), Type 2 Diabetes 

(T2D), and Gestational Diabetes Mellitus (GMM) [1],[11].  GDM is one of a prevalent disease that 

occurs during pregnancy and cause problems for both the mother and the baby. If it is not controlled 



 

 

and treated, it causes a long term cardiovascular and neuro complications for mothers and infants. 

Fort this reason, GDM is a growing public health concern [8], [25].  After birth, the mother may 

have the possibility of T1D or T2D. Various risk factors have been identified for gestational diabetes 

mellitus (GDM), including a previous occurrence of the condition, a family history of type 2 diabetes, 

ethnicity, older maternal age, lifestyle choices, and dietary habits. Additionally, psychosocial and 

environmental influences, such as exposure to endocrine disruptors, organic pollutants, and 

experiencing depression during the first and second trimesters, have been suggested as potential 

contributors to GDM development. Genetic predisposition may also play a role in the progression 

of GDM, although existing research remains inconclusive and inconsistent [11], [25]. The infant 

may experience the problem of poor nutrition and be prone to diabetes in the future. Managing blood 

glucose levels in the treatment of GDM can be achieved through various approaches, including 

maintaining a healthy diet, engaging in regular physical activity, and using medication such as oral 

tablets or insulin injections [3], [37]. 

The conventional approach to early intervention involves doctors assessing the likelihood of 

disease occurrence based on patient’s basic information and personal experience, including 

demographics, existing medical conditions, and lifestyle habits, before implementing preventive 

measures. However, this method often lacks high accuracy and can be influenced by subjective 

judgment. With advancements in information technology, hardware improvements, and the 

emergence of new theoretical frameworks, disease prediction has become increasingly precise 

through various predictive techniques. Among these, machine learning is widely utilized as an 

effective tool. It plays a key role in processing large-scale data and is extensively applied across 

multiple fields [21]. With advancements in modern technology, vast amounts of data are 

continuously collected, enabling the effective use of machine learning in healthcare. Physicians can 

assess a patient’s condition using clinical metrics such as blood pressure and body temperature, 

allowing for more precise treatment planning through iterative analysis and refinement. Additionally, 

artificial intelligence plays a crucial role in disease classification and diagnosis [24]. While 



 

 

challenges exist, particularly with computer-aided interpretation, deep learning techniques are 

increasingly being employed to enhance diagnostic accuracy and improve patient outcomes [16], 

[31], [43]. 

In the literature, there are studies conducted on different GDM datasets. The highlights of these 

studies can be summarized as follows: Shen et al. aimed to diagnose GDM using only the patient’s 

age and fasting blood glucose values in regions with limited medical resources [32]. Nine different 

machine learning algorithms were trained, and it was reported that the SVM algorithm achieved an 

accuracy rate of 88.7%. Gnanadass conducted a study to compare the effectiveness of various 

machine learning algorithms in predicting the risk of GDM [13]. The research utilized widely used 

machine learning models, including Random Forest, Support Vector Machine (SVM), k-Nearest 

Neighbors (k-NN), and Logistic Regression. The results indicated that the Random Forest algorithm 

achieved the highest classification accuracy, reaching 92%. Ye et al. aimed to compare the 

performance of Random Forest, Gradient Boosting, Support Vector Machine, and traditional 

Logistic Regression methods for GDM prediction [41]. It was reported that the Random Forest 

method provided the best performance with an accuracy rate of 92.1%. Wei et al. recorded data 

using 67 indicators to predict GDM risk in early pregnancy. Popular machine learning algorithms 

such as Random Forest, Support Vector Machine (SVM), Gradient Boosting, and Logistic 

Regression were used [39]. They reported that the best results were obtained with the Random Forest 

algorithm, achieving a classification accuracy of 93.2%. Sumathi et al. proposed a machine learning-

based ensemble classification model for the early diagnosis of GDM [34]. Missing values in the 

dataset were completed using appropriate methods, and the proposed model’s performance was 

compared with traditional methods, achieving an ensemble model classification accuracy of 94.24%. 

In another study by Sumathi and Meganthan, a deep learning-based model for the early diagnosis of 

GDM was developed [35]. The proposed Deep Stacked Autoencoder model was used for GDM 

diagnosis, achieving a classification accuracy of 96.18%. Wang et al. aimed to demonstrate the 

applicability of ensemble learning methods for GDM prediction in clinical practice [38]. In this 



 

 

context, it was shown that methods such as XGBoost, Gradient Boosting, and Random Forest were 

more effective than using a single model. It was reported that XGBoost achieved the best 

performance with a classification accuracy of 94.7%. 

In the study conducted by Kang et al. machine learning algorithms were used for GDM prediction 

in Asian women [18]. The modeling, conducted using Light Gradient Boosting Machine (LGBM) 

and XGBoost algorithms, showed improvements in AUC values ranging from 0.711 to 0.804. Kaya 

et al. collected data from 97 mothers, considering various factors such as maternal age, body mass 

index, gravida, parity, previous birth weight, smoking habits, first-visit venous plasma glucose levels, 

family history of diabetes, and oral glucose tolerance test results [19]. Their findings indicated that 

the eXtreme Gradient Boosting (XGB) classifier demonstrated the highest predictive performance, 

achieving an accuracy of 72.7%. Zhou et al. aimed to facilitate the use of machine learning models 

for step-by-step prediction of GDM and their integration into clinical decision-making processes 

[42]. In this context, they compared classifiers such as Random Forest, XGBoosting, Support Vector 

Machine (SVM), k-NN, and Logistic Regression. They reported that classification accuracies for 

prediction steps ranged from 76.6% to 92.2%. 

This study aims to present a novel approach for the prediction of GDM using the data source 

realized in [34], [35]. In this method, two different approaches were followed. First, the original 

dataset was completed using KNN and Regression methods and then classified using classical KNN 

and SVM classifiers with the 10-fold cross-validation technique. In the second stage, both the 

original and the completed dataset were converted into grayscale images. These images were then 

augmented with a stride of 1 and classified separately using the deep learning technique, CNN, with 

training-test splits of 50%-50% and 70%-30%. The obtained results were compared with other 

studies conducted on the same dataset. After completing the missing data in the GDM dataset using 

KNN, converting it into grayscale images with a stride of 1, and classifying it with CNN using a 

70%-30% train-test split, an accuracy rate of 97.91% was achieved. This result outperformed all 

previous studies conducted on the same dataset in the literature. 



 

 

 

2. Methods 

The data source used in this work taken from the following references [34], [35]. It consists of 

Gestational Diabetes Mellitus (GDM) records contains two classes (healthy and diabetic) and 3525 

instances. It has a total of 3525 instances with the existence of 15 features. All samples have 15 

features. These features with min and max values are: Age (20-45), No of Pregnancy (1-4), 

Gesstation in previous Pregnancy (0-2), BMI (13,3-45), HDL (15,70), Family History (0-1), 

Unexplained prenetal loss (0-1), Large Child or Birth Default (0-1), PCOS (0-1), Sys BP (90-185), 

Dia BP (60-124), OGTT (80-403), Hemoglobin (8,8-18), Sedentary Lifestyle (0-1), Prediabetes (0-

1). Also, 2153 instances belong to class 0 and 1372 instances belong to class 1. Futhermore, there 

are missing values on BMI with 1081, HDL with 1001, Sys BP with 1705 and OGTT with 513. 

Table 1, represents the information of GDM dataset. 

 

Table 1. Data Source Description 

Names Values 

Number of Instances 3525 

Number of Features  15 

Number of Calss 2 

Class-0 (healthy) 2153 

Class-1 (diabetic) 1372 

Missing of BMI 1081 

Missing of HDL 1001 

Missing of Sys BP 1075 

Missing of OGTT 513 

 



 

 

The flow diagram of the proposed method is presented step by step in Fig. 1. As seen in the figure, 

the data source is analyzed using two different approaches. In the first approach, the original dataset 

is classified using well-known machine learning techniques such as KNN and SVM with the k-fold 

technique, and the corresponding performance metrics are provided. On the other hand, the original 

data is transformed into grayscale images without altering the feature dimension (rows). In this 

transformation process, the original data is first segmented into 15×15 patches to generate primary 

images. To increase the number of images, a stride size of 1 (stride=1) is applied, shifting the 

window forward by one row at a time to generate multiplexed images. The primary and multiplexed 

images are then classified using a CNN-based deep learning model, and performance  

 

Fig. 1. The Flow Chart of Proposed Model 
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metrics are obtained. In the second approach, missing values in the original dataset are filled using 

data mining techniques such as KNN and Regression. After completing the missing data, the same 

procedures applied in the first approach are repeated, and the final results are obtained. 

The missing data problem is a common issue encountered in many datasets. Properly handling 

missing data can directly impact the success of data analysis and machine learning models. The most 

effective and widely used methods for the filling of missing data are KNN and Regression methods 

[27], [29].   

The K-Nearest Neighbors (KNN) method is an effective and widely used statistical approach for 

handling missing data [6]. In this method, an instance with missing values is compared with its most 

similar neighbors, and the missing data is estimated and filled accordingly [36]. The KNN-based 

missing data imputation method predicts missing values in a dataset by leveraging the similarity 

between data points. Compared to simple imputation techniques such as mean or median imputation, 

KNN provides more accurate results since it preserves the natural structure of the data [17]. The 

KNN method is based on estimating missing values by comparing each instance with missing data 

to its nearest neighbors. By assigning weights to neighbors based on their distances, a more accurate 

estimation can be achieved, ensuring that closer neighbors have a greater influence. Weighted 

averaging improves predictions by considering the similarities between data points. The contribution 

of nearest neighbors is increased using equation (1) below, leading to a more precise estimation: 

𝑥𝑚𝑖𝑠𝑠𝑖𝑛𝑔 =

∑
𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖

𝑑(𝑥𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖
)

𝐾
𝑖=1

∑
1

𝑑(𝑥𝑚𝑖𝑠𝑠𝑖𝑛𝑔,𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖
)

𝐾
𝑖=1

                                  (1) 

here; 𝑥𝑚𝑖𝑠𝑠𝑖𝑛𝑔 represents the missing value to be imputed, 𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖
 denotes the known value of 

the ith neighbor, 𝑑(𝑥𝑚𝑖𝑠𝑠𝑖𝑛𝑔, 𝑥𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟𝑖
) represents the Euclidean distance and K is the number of 

nearest neighbors considered. In this study, missing values were imputed using the weighted values 

of the five nearest neighbors.  

Another powerful method used for missing data imputation is the Regression method. Linear 

regression is widely used for predicting missing values by modeling a linear relationship between 



 

 

independent and dependent variables. In this approach, missing values in the dataset are treated as 

dependent variables, while the other observed features are considered as independent variables for 

prediction. Linear regression is the most commonly used regression model, as it establishes a linear 

relationship between independent and dependent variables [2], [23]. The primary goal of linear 

regression is to explore the relationships between the given independent variables and the dependent 

variable and to estimate missing values based on these relationships. The fundamental function of 

linear regression is to predict the dependent variable (missing value) as a linear combination of 

independent variables [12]. Mathematically, it is expressed as follows: 

𝑦𝑚𝑖𝑠𝑠𝑖𝑛𝑔 = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯ +  𝛽𝑛𝑥𝑛+ ∈                     (2) 

here; 𝑦𝑚𝑖𝑠𝑠𝑖𝑛𝑔 represents the missing value to be imputed, 𝛽0 is the constant term, 𝛽1, 𝛽2, … , 𝛽𝑛 

are the regression coefficients, 𝑥1, 𝑥2, … , 𝑥𝑛  are the independent variables, and ∈ is the error 

term. 

The data source consists of 2153 instances of Class-0, 1372 instances of Class-1, and 15 

determining features. Fig.2 summarizes how the primary image and multiplexed image extraction 

processes are carried out, using Class-0 samples to avoid confusion. Initially, the original Class-0 

data source, which contains missing values, is divided into 15×15 matrix patches. As shown by the 

black arrows in Figure-2, each patch is then converted into a grayscale image to form an image. As 

a result of this step, 143 primary Class-0 images (15×15) and 91 Class-1 images are created using 

the same logic. Subsequently, to increase the number of images, the stride size of 1 (stride=1) is 

chosen, and the window starts shifting 1 row down each time. New 15×15 grayscale multiplexed 

images are generated, as shown by the red arrows in Figure 1. For Class-0, 2139 multiplexed images 

of size 15×15 are created, while for Class-1, the number of images is 1358. In the next phase, after 

filling the missing data in the dataset using KNN and Regression, the primary images and 

multiplexed images are recreated in the same manner [4], [14]. 



 

 

Fig. 2. Image Conversation Process of Data Source on Class-0  
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is used as the test data exactly once. As a result, the overall performance of the model is calculated 

by averaging the evaluation metrics obtained from all iterations [5]. The mathematical formulas for 

Accuracy (GDM) are shown in equations (3), (4), and (5)., 

Accuracy(TS) =
∑ estimate(ni)

|TS|
i=1

|TS|
;     𝑛𝑖 ∈ 𝑇𝑆                       (3) 

estimate(n) = {1    if estimate(n) = cn
0    otherwise                  

                            (4) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝐺𝐷𝑀) =  
∑ 𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦(𝑇𝑆𝑖)

|𝑘|
𝑖=1

|𝑘|
                      (5) 

here, TS is the test set (fold) to be classified, nϵTS, cn is the class of the n and estimate(n) is the 

classification result of n estimated by networks. 

For deep learning, the CNN model was tested by splitting the data into 50%-50% and 70%-30% 

training-test parts, and the performance of the model on image classification was compared. 

Additionally, performance evaluation metrics are crucial to demonstrate the success and reliability 

of the classifiers [36]. These parameters are given in equations (6-9). 

Recall (Sensitivity) =
TP

TP+FN
                          (6) 

Specificity =
TN

TN+FP
                             (7) 

Precision =
TP

TP+FP
                            (8) 

F1 − Score = 2x
Precision x Recall

Precision+ Recall
                            (9) 

where, TP is True Positive, TN is True Negative, FP is False Positive, FN is False Negative. 

Recall is the ratio of true positives to the number of positive instances correctly identified by the 

model. Precision shows how accurate the positive predictions made by the model are. Specificity 

indicates how successful the model is at identifying negative classes. F1-Score is the harmonic mean 

of Precision and Recall, taking into account both the accuracy and sensitivity of the model. 

The K-Nearest Neighbors (KNN) algorithm is widely used in machine learning due to its 

simplicity and effectiveness. KNN determines the class of a new data point by considering the class 

labels of its nearest neighbors, thus performing the classification task [10], [28]. The basic principle 



 

 

of the KNN algorithm is to determine the K nearest neighbors of a data point and predict the class 

of the new data point based on the class labels of these neighbors. In this process, distances between 

data points are typically calculated using Euclidean distance, as shown in equation 10 [30]. 

𝑑(𝑥𝑖 , 𝑥𝑗) = √∑ (𝑥𝑖𝑘 − 𝑥𝑗𝑘)
2𝑛

𝑘=1                      (10) 

here; xi and xj represent the two data points being compared, xik and xjk denote the k-th feature 

values of the respective points, and n is the number of features. 

Support Vector Machine (SVM) is fundamentally based on the principle of finding a hyperplane 

that best separates the data [9]. The primary goal is to separate different classes with a hyperplane 

that has the widest marginal gap. This hyperplane works by maximizing the margin between 

different classes. The margin refers to the distance between the hyperplane and the nearest data 

points, known as support vectors, which are the critical points that influence the position of the 

hyperplane [7]. The SVM classification method is mathematically expressed in equations (11-14). 

The training data (xi) belonging to two separated classes (yi), 

{𝑥𝑖, 𝑦𝑖},      𝑖 = 1,2, … , 𝑁,    𝑦𝑖 ∈ {−1, +1},    𝑥𝑖 ∈ 𝑅𝑛 ;              (11) 

represented with the optimal hyperplane, 

(𝑤. 𝑥𝑖) + 𝑏 = 0 ;                               (12) 

Optimal hyperplane with the largest margin can be formulated as follows: 

𝑥𝑖 . 𝑤 + 𝑏 ≥ +1   𝑓𝑜𝑟 𝑦𝑖 = +1
𝑥𝑖 . 𝑤 + 𝑏 ≤ +1   𝑓𝑜𝑟 𝑦𝑖 = −1

                         (13) 

which is equivalent to 

{
𝑤𝑇𝜑(𝑥𝑖) + 𝑏 ≥ +1,      𝑖𝑓 𝑦𝑖 = +1

𝑤𝑇𝜑(𝑥𝑖) + 𝑏 ≤ −1,      𝑖𝑓 𝑦𝑖 = −1
     →      𝑦𝑖[𝑤𝑇𝜑(𝑥𝑖) + 𝑏] ≥ 1       (14) 

where 𝜑(: ) is a function which maps the input space into a higher dimensional spice. 

Convolutional Neural Network (CNN) is a key approach in deep learning, particularly 

distinguished by their success in visual recognition and classification tasks. Inspired by the visual 

cortex of biological systems, CNNs can automatically and adaptively learn spatial features from data 

in a hierarchical manner [15]. Unlike traditional machine learning methods, CNNs effectively learn 



 

 

by capturing meaningful patterns from the data. The CNN architecture generally includes 

convolutional layers, pooling layers, and fully connected layers, each serving a distinct purpose in 

processing and classifying data [4], [20]. The convolutional layer performs feature extraction by 

sliding a learnable filter over the input data matrix. Mathematically, the convolution operation 

between a 2D input matrix and a filter is expressed in Equation (15). 

𝑆(𝑖, 𝑗) = (𝑋 ∗ 𝐹)(𝑖, 𝑗) = ∑ ∑ 𝑋(𝑖 + 𝑚, 𝑗 + 𝑛). 𝐹(𝑚, 𝑛)𝑁−1
𝑛=0

𝑀−1
𝑚=0                     (15) 

here; S(i,j): is the pixel value at position (i,j) of the feature map, X: is the input image, F: s the 

convolution filter, M and N: are the filter dimensions, * : denotes the convolution operation. 

Convolutional layers, as a result of this operation, detect features such as edges, textures, and 

shapes [4], [14]. After the convolution operation, a nonlinear activation function is applied. The 

most commonly used activation function is ReLU (Rectified Linear Unit), which is defined in (16). 

𝑓(𝑥) = max (0, 𝑥)                      (16) 

This function sets negative values to zero and leaves positive values unchanged. The activation 

function allows the network to learn nonlinear relationships. The pooling layer is used to reduce the 

size of the feature maps and make the model more computationally efficient, thereby reducing the 

computational load. The most common method is max-pooling, which is expressed as in (17). 

𝑃(𝑖, 𝑗, 𝑘) = 𝑚𝑎𝑥⏟
(𝑚,𝑛)∈𝑅

𝑆(𝑖 + 𝑚, 𝑗 + 𝑛, 𝑘)                  (17) 

here; P(i,j,k): is the (i,j) value in the pooled feature map, R: is a specific pooling window and 

S(i+m,j+k,k): is the feature map after convolution. 

The pooling operation allows the model to gain local invariance. The 2D feature maps obtained 

from the pooling layer are flattened before being passed to the fully connected layer. In the fully 

connected layer, each neuron is connected to all input features. It performs the classification task by 

converting the learned features into class probabilities [22], [33], [40]. Mathematically, this is 

expressed as in equation (18); 

𝑦𝑗 = 𝑓(∑ 𝑤𝑖𝑗 . 𝑥𝑖 + 𝑏𝑗
𝑁
𝑖=1 )                               (18) 



 

 

here; yj is the output of the j-th neuron, xi is the i-th input feature, wij is the weight of the connection 

from i to j, bj is the bias value and f(.) is the activation functio. 

In the output layer, for classification problems, the softmax function is used to calculate 

probabilities for each class with equation (19). 

𝑦𝑖̂ =
exp (𝑧𝑖)

∑ exp (𝑧𝑗)𝐶
𝑗=1

                         (19) 

here; 𝑦𝑖: is the predicted probability for the i-th class, zi: is the activation of the i-th neuron in the 

fully connected layer, C: is the number of classes. 

The softmax function normalizes the probability of each class between 0 and 1 and adjusts them 

such that their sum equals 1. 

Fig. 3. The Main Concept of CNN 

As shown in Fig. 3, the CNN architecture used in the study includes one convolution layer with 

a kernel size of 8, with the number of kernels ranging from 5 to 20. Additionally, the maximum 

pooling layer has a kernel size of 2, and the stride value was chosen as 2. Furthermore, the network 

structure was tested with both 50%-50% and 70%-30% training-test splits. 

 

3. Results 

The performance metrics obtained from classifying the raw GDM dataset and the dataset 

completed using KNN and Regression methods with machine learning algorithms are presented in 

the Table 2. 
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KNN and SVM classifiers executed by using the 10-fold cross-validation technique on both the raw 

GDM data source and the dataset where missing values have been filled using KNN and Regression 

methods. The results highlight both the effectiveness of the classifiers and the impact of missing 

data imputation methods on classification performance. 

 

Table 2. Classification Results of Machine Learning Methods 

 

When using the original dataset containing the raw GDM data source values, the KNN method 

achieved an accuracy of 71.70%, while the SVM method showed an accuracy of 71.93%. However, 

the low Recall values (KNN: 30.33%, SVM: 33.67%) indicate that the methods struggled to identify 

the patient class. On the other hand, the high Specificity values (KNN: 97.92%, SVM: 96.03%) 

demonstrate that healthy individuals were classified correctly. These results show that the raw data, 

due to missing values, suffered from information loss and its direct use negatively impacted 

diagnostic performance. 

Imputing missing values using the KNN method led to a noticeable improvement in classification 

performance. The KNN algorithm achieved an accuracy of 97.13%, while the SVM algorithm 

achieved an accuracy of 97.08%. There was also a significant increase in Recall, Precision, and F1-

score values. For KNN, a Recall of 97.91% and Precision of 97.4% demonstrated that the classifier 

was able to accurately detect both patients and healthy individuals. Similarly, imputing missing 

values using the Regression method further improved classification performance. The highest 

METHOD 
Classification Results (%) with k=10 fold 

Recall Specificity Precision F1-Score Accuracy 

Orijinal Data Source 
KNN 30,33 97,92 89,89 45,22 71,70 

SVM 33,67 96,03 83,93 48,01 71,93 

Missing Values  

filled with KNN 

KNN 

(5-NN) 
97,91 95,98 97,4 97,65 97,13 

SVM 96,84 97,45 98,36 97,59 97,08 

Missing Values  

filled with Regression 

KNN 

(5-NN) 
98,46 95,89 97,31 97,87 97,42 

SVM 96,98 97,89 98,6 97,8 97,33 



 

 

classification accuracy achieved with the KNN method was 97.42%, while the accuracy with SVM 

was quite close, at 97.33%. In particular, the KNN algorithm's Recall value of 98.46% indicates that 

patient individuals were identified with the highest accuracy. The SVM algorithm also achieved 

remarkable results with an F1-score of 97.8%. 

 

Table 3. CNN Classification Results 

Pr.: Precision, Rc.: Recall, Spc.: Specificity, F1: F1-Score, Class Acc.: Class Accuracy, Acc.: Accuracy 

Table 3 shows the performance metrics obtained from classifying grayscale images generated 

with the GDM data source and after missing values in this dataset were filled using the KNN and 

regression methods, through a CNN structure. The classification is performed on the following: 

primary images generated with the GDM data source, multiplexed images obtained by choosing a 

stride of 1, primary images obtained after missing values are filled using the KNN method, 

multiplexed images generated with stride=1, and primary images generated after filling missing 

CNN 

Classification Results (%) 

50%-50% 70%-30% 

Rc. Spc. Pr. F1 
Class 

Acc.. 
Acc. Rc. Spc. Pr. F1 

Class 

Acc. 
Acc. 

Primary Images 
Cls-0 100 86,67 92,21 95,95 94,83 

94,83 
100 88,89 93,48 96,63 95,71 

95,71 
Cls-1 86,67 100 100 92,86 94,83 88,89 100 100 94,11 95,71 

Multiplexed 

Images (stride=1) 

Cls-0 96,63 98,23 98,85 97,73 97,25 

97,25 
97,35 97,3 98,27 97,81 97,33 

97,33 
Cls-1 98,23 96,63 94,88 96,53 97,25 97,3 97,35 95,88 96,59 97,33 

Primary Images 

filled with KNN 

Cls-0 100 86,67 92,21 95,95 94,83 

94,83 
97,67 88,89 93,33 95,46 94,29 

94,29 
Cls-1 86,67 100 100 92,86 94,83 88,89 97,67 96 92,31 94,29 

Multiplexed 

Images filled with 

KNN (stride=1) 

Cls-0 98,88 92,49 95,4 97,11 96,4 

96,4 

98,91 96,31 97,69 98,3 97,91 

97,91 

Cls-1 92,49 98,88 98,13 95,22 96,4 96,31 98,91 98,25 97,27 97,91 

Primary Images 

filled with  

Regression 

Cls-0 100 86,67 92,21 95,95 94,83 

94,83 

100 88,89 93,48 96,63 95,71 

95,71 

Cls-1 86,67 100 100 92,86 94,83 88,89 100 100 94,12 95,71 

Multiplexed 

Images filled with  

Regression  

(stride=1) 

Cls-0 98,97 94,55 96,62 97,78 97,25 

97,25 

97,82 97,05 98,13 97,97 97,52 

97,52 

Cls-1 94,55 98,97 98,32 96,4 97,25 97,05 97,82 96,58 96,81 97,52 



 

 

values using the Regression method, followed by multiplexed images with stride=1. The 

classification is done for each case with a 50%-50% and 70%-30% (test-train) split., 

For the classification with grayscale images generated from the GDM data source, the overall 

accuracy of the "Primary Images" dataset with the 50%-50% split ratio was found to be 94.83%, 

with recall and precision values for Class-0 being 100% and 92.21%, respectively, and for Class-1, 

recall was 86.67% and precision was 100%. This indicates that the model's positive predictions are 

largely accurate. The overall accuracy for both split ratios was 94.83% and 95.71%, respectively. 

Similarly, for the "Multiplexed Images" dataset with the same split ratio, the overall accuracy was 

97.25%, with recall values of 96.63% for Class-0 and 98.23% for Class-1, showing a more balanced 

performance. With the 70%-30% split ratio, the "Primary Images" dataset provided an overall 

accuracy of 95.71%, while the "Multiplexed Images" dataset achieved an overall accuracy of 

97.33%. 

After filling missing values with the Regression method, high accuracy values were similarly 

obtained, with images generated with a stride of 1 and the 70%-30% split ratio achieving an overall 

accuracy of 97.52%. After filling missing values using the KNN method, high accuracy values were 

also obtained, especially for the "Multiplexed Images" dataset with stride=1, where the 70%-30% 

split ratio resulted in an overall accuracy of 97.91%. Notably, recall (98.91% for Class-0, 96.31% 

for Class-1), precision (97.69% for Class-0, 98.25% for Class-1), and F1-Score (98.3% for Class-0, 

97.27% for Class-1) values demonstrate superior performance in GDM diagnosis. This result shows 

that the KNN method outperforms other classification algorithms and data processing methods. 

 

4. Discussion  

When reviewing the comparison table in Fig. 4, it is observed that the original dataset 

significantly lowered the performance of the classification algorithms (KNN: 71.7%, SVM: 71.93%). 

This is due to missing values in the original data, which negatively affect the classifier performance. 

However, filling missing data significantly improves the classification performance, and it is 

observed that the method of filling missing values with Regression performs slightly better than the 



 

 

KNN method. In terms of classification results, there was no significant difference between KNN 

(97.42%) and SVM (97.33%). Both models achieved very high accuracy after missing values were 

filled. This indicates that a balanced data distribution positively affects classification performance. 

When the original dataset containing the raw GDM data source values is used, the KNN method 

provides an accuracy of 71.70%, while the SVM method shows an accuracy of 71.93%. However, 

the low recall (KNN: 30.33%, SVM: 33.67%) values indicate insufficient recognition of the patient 

class. High specificity values (KNN: 97.92%, SVM: 96.03%) indicate that healthy individuals are 

classified correctly. However, these results show that the raw data suffers from information loss due 

to missing values, and its direct use negatively affects diagnostic performance. 

 

Fig. 4. Performance Results of KNN and SVM Methods on GDM Data Source 

 

Fig. 5 presents the performance results of the CNN, showing the CNN performance metrics for 

both primary and multiplexed images generated from the GDM data source, as well as for the 

primary and multiplexed images generated after filling the missing values of the GDM data source 

using the KNN and Regression methods (50%-50% and 70%-30% splits). All values, except for 

accuracy, represent the average of the results obtained for Class-0 and Class-1. 
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When the comparison table in Fig. 5 is examined, it is immediately noticeable that, unlike the 

performance of KNN and SVM methods, the CNN method provides higher performance values 

when classification is performed on images derived from the original data (missing values) set (P.I.). 

This can be attributed to the unique feature extraction technique and strength of the CNN architecture. 

The results obtained using the 70%-30% train-test split are more successful and demonstrate more 

balanced performance compared to those obtained with the 50%-50% split across all methods in the 

CNN architecture. The best result was achieved on the dataset completed with KNN, where the accuracy of 

the multiplexed grayscale images with stride=1 reached 97.91%. This value is supported by recall and 

specificity values of 97.61%, as well as precision and F1-Score values of 97.79%, showing that both the 

patient and healthy mothers were classified correctly with high accuracy. 

P.I.: Primary Images, M.I.: Multiplexed Images 

Fig. 5. Performance Results of CNN Method on GDM Data Source 
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At the same time, it is evident that the regression results for the multiplexed dataset after data 

mining are also quite high. It would not be wrong to say that both methods can be preferred. 

As a result, the classification results obtained from both the primary and multiplexed images show 

that multiplexed images offer a more balanced performance. These results indicate that multiplexed 

images provide a more reliable dataset for classification. Additionally, the classification 

performances of classical methods have significantly improved after the data completion processes. 

These methods are now deemed more reliable for classification. When both Fig. 5 and Fig. 6 are 

evaluated together, the obtained performance results highlight the importance of missing data 

processing techniques in GDM diagnosis and emphasize the effectiveness of machine learning 

models. 

This study demonstrates a significant improvement compared to previous methods reported in 

the literature as seen on Table 4. In this work, we proposed a hybrid approach combining Data 

Mining techniques with CNN for classification tasks, achieving a classification accuracy of 97.91%.  

 

Table 4. The Comparison of Classification Accuracies on GDM Data Source 

Study Method Classification Accuracy (%) 

[34] Ensemble Model 94,24 

[35] OD-DSAE 96,18 

This Paper Data Mining + CNN 97,91 

 

When compared to the study [34], which utilized an Ensemble Model and achieved an accuracy 

of 94.24%, our method outperforms by 3.67 percentage points. The superior performance of our 

approach can be attributed to the integration of data mining techniques, which effectively preprocess, 

extract meaningful features from the dataset and image conversion process combined with the 

powerful feature learning capabilities of CNNs. Similarly, our method also outperforms the work 

[35], which uses the OD-DSAE (Deep Stacked Autocoder for Outlier Detection) model and achieves 

96.18% accuracy. While OD-DSAE is effective in handling outliers and learning hierarchical 

representations, our hybrid approach of data mining and CNN achieves a 1.73% point improvement 



 

 

in accuracy by using both structured feature extraction, image conversion, and deep learning. This 

highlights the importance of combining traditional data mining techniques and image conversion 

with modern deep learning architectures. In conclusion, our results demonstrate that the combination 

of Data Mining and CNN offers a robust and effective solution for classification tasks, 

outperforming existing methods in terms of accuracy. At the same time, the high performance values 

of combining traditional data mining techniques with KNN and SVM should also be taken into 

consideration. 

 

5. Conclusion 

In this study, a novel approach was presented to predict the fastest and most effective treatment 

method for GDM and it was aimed to improve the results of previous studies conducted for the same 

purpose. Accordingly, the GDM data source was classified using machine learning algorithms such 

as KNN and SVM both in its original form and after being processed with missing values imputed 

using KNN and Regression methods. Additionally, the original and the imputed dataset were 

converted to gray-scale images and both datasets were multiplied by selecting stride=1 and classified 

individually with the CNN structure. When the obtained performance values compared, the best 

result was achieved using the CNN model (train: 70%, test: 30%) with 97.91% accuracy, based on 

images augmented with stride = 1 after adding missing data using the KNN method. At the same 

time, the classification results of machine learning algorithms such as KNN and SVM with the 

support of 10-fold-cross validation technique after filling the missing data with the data processing 

methods also provided remarkable results. The results confirm that this study achieves the highest 

classification accuracy reported in the literature on the given GDM dataset. It can be clearly stated 

that applying a data mining method to impute missing values, followed by converting the dataset 

into images based on certain criteria and classifying it with CNN, is the most effective approach for 

predicting GDM. Therefore, this hybrid approach of data mining and CNN method could provide 

physicians with a more reliable solution for GDM assessment. Additionally, this approach has been 



 

 

applied for the first time in the literature and can serve as an initial decision-support system for 

physicians before resorting to other medical diagnostic methods. 
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